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Abstract

We have implemented a system for tracking humans and detecting human-object interactions.
Persistent tracking of humans and objects in a video sequence is an important task in surveil-
lance applications. Pose and illumination variations, occlusion, appearance and disappearance of
humans in the scene, etc... are some of the challenges one has to face. We present an appear-
ance based approach to the problem. A combination of correlogram and histogram information
is used to model object and human color distributions. Humans and objects are detected using a
background subtraction algorithm. The models are built on the fly and used to track them on a
frame by frame basis. The system is able to detect when humans merge into groups and segment
them during occlusion. Identities are preserved during all the sequence, even if a person enters
and leaves the scene. The system is also able to detect when a person deposits or removes an
object from the scene. In the first case the models are used to track the object retroactively in
time. In the second case the objects are tracked for the rest of the sequence. The model is able to
overcome common deformations as well as many situations involving occlusion. Furthermore, it
is easy to update. We assume a static camera and focus on compressed images taken in an indoor
environment. The results show that this is a powerful processing technique providing important
information to algorithms performing higher level analysis such as activity recognition, where
human-object interactions play an important role.

Research partially suported by the Advanced Research and Development Activity (ARDA) under contract
number MDA 9040-0C-2110.
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Chapter 1

Introduction

Every day the demand for applications requiring a high level of understanding of video content
grows. For instance, in a surveillance application where possible threats or suspicious activities
have to be detected, the system is required to be able to automatically answer questions like how
many humans are in the scene, the identity of each person, where were these humans before, and
with whom or which objects have they interacted and what have they been doing. In a teleconfer-
encing environment similar questions need to be answered if a system is to automatically manage
the cameras and decide for example, which scenes should be shown to each person. And there
are many other applications (i.e. video retrieval, interface to games, etc...) where the availability
of such information is fundamental. The intrinsic complexity of interactions between humans,
objects and the world, however, makes the problem very challenging unless some constraints or
assumptions are used.

The main objective of this work is to track humans through a video sequence, maintaining
continuous labeling even if the person leaves the scene for a long period of time and returns.
Simple interactions between humans and objects such as a person removing an object from the
scene or depositing a new object in the scene, are detected. All this information can then be
provided to systems performing higher level analysis (i.e. activity recognition, object or human
recognition, etc...). The system should be able to handle a wide range of video sequences from
many different sources, and the algorithms must work with degraded or compressed data. Fur-
thermore, no specific assumptions should be made about the camera angle or position. One main
constraint we impose however, is that the video be taken from a static camera. The main reason
for assuming this constraint is that the pre-processing stage of the system is a background sub-
traction algorithm [14] that basically has as output all the regions of the image that are different
from a learned background. This module simplifies the complexity of the post-processing stage.
Furthermore, before approaching the more difficult moving camera case, the problems that arise
in the static camera situation have to be well understood.

The study is focused on indoor sequences, although the system can be adapted for outdoor
scenes. It is assumed that the humans are relatively large with respect to the noise introduced by
the background subtraction stage. This is a reasonable assumption in indoor sequences, however



it might not be always true for outdoor sequences, where the images often have a wide range of
view and the size of the humans or the objects can be very small.

The implemented system has two modules. One is responsible for human tracking. The other
is responsible for detecting and tracking objects that have been deposited or removed from the
scene. In both scenarios, an appearance based model is used to track humans and objects and
segment them under occlusion. This model is based on the so called color correlogram, that
basically consists of a co-occurrence matrix that expresses the probability of finding a color ¢; at
a distance d of a color ¢y for specified distances.

The human tracking part consist of different stages. In the first stage the background is sub-
tracted and the foreground regions are detected. After cleaning the image, moving blobs larger
than a specified size are kept. At this point it is assumed that every blob will correspond to
one and only one person. For each foreground blob, the color model is initialized and a distance
measure is used to consistently label the blobs for the rest of the sequence. The model is robust
in the presence of partial occlusion or pose variations and is updated at every frame. When two
blobs merge into one, the color model of each blob is used to classify pixels as belonging to one
or the other using a maximum likelihood criterion. A color model is then initialized for the group
and used to track it until the components split again.

Detection of human and objects interaction is also based on the background subtracted image.
When a blob splits into two blobs and one of them is static, either an object has been deposited
or has been removed from the scene. The gradient response is then evaluated around the detected
object boundaries and if it is greater in the background frame than in the current frame, it is
concluded that the object has been picked up. Otherwise it is assumed to have been deposited.
A color model is then initialized for both the object and the person and it is used to segment and
track them for the rest of the video sequence, or in the case of a deposited object, to back track
and segment the objects in earlier frames.

In order to test the algorithms, several indoor video clips taken from a stationary camera have
been recorded. Each sample video has been chosen to show important features of the algorithm.
Each sequence is challenging in some aspect. For example there is a sequence with two humans
wearing very similar clothes, many with three and five humans forming groups and splitting in
several different ways. There is also a sequence with five humans entering and leaving the scene
several times to test the verification process. The object tracking module has also been tested
under different conditions. There are sequences involving small and big objects, with more or
less challenging colors, and there are also examples showing objects being removed and deposited.
There will always be situations under which the performance of the algorithm degrades, but the
experiments show that the system can handle a wide range of situations and that the correlogram
is a powerful tool for appearance-based modeling.

The rest of the thesis is organized as follows. In Chapter 2, a survey of literature related to our
work is presented. In Chapter 3, the appearance based model used for tracking is presented. Meth-
ods used for updating the model, calculating the distances between two models and segmenting
under occluding conditions are also presented. In Chapters 4 and 5, the systems for tracking hu-
mans and objects respectively are described and results are discussed. Finally, Chapter 6 presents
the summary and conclusions.






Chapter 2

Survey of related work

Over the last several years there has been significant number of efforts [1, 3, 4, 5, 6, 7, 9, 10, 12,
11, 15, 16, 17, 18, 19, 20, 27| reported for detecting and tracking humans. However the problem is
still far from being solved. Because of the inherent complexity of the task, each system has made
many assumptions and several different approaches have been taken. Therefore each system can
be classified according to the assumptions made. There are systems that are designed to work in
outdoor environments, others only for indoor scenes. Most of the reported works assume a static
camera while some work with both static and moving cameras. The number of cameras (single
camera, stereo, or multiple cameras) can also lead to fairly different approaches and the same can
be said about the number of humans each system can deal with. While there are systems that
can track only one person at a time, others track multiple humans and even handle occlusions
and other kind of interactions between humans.

Occlusion is one of the more challenging problems when trying to track humans, mainly in
indoor video. In addition to occlusions between humans, there may be many objects occluding
humans moving through the scene. Although outdoor video also has the same problems, it is
more probable to find an open space in an outdoor scene than in an indoor sequence. One of
the options when trying to solve this problem is using multiple cameras. Having multiple views
of the same scene, ambiguities caused by occlusions may be resolved. In [1] Mittal and Davis
use a multi-perspective video approach to segment, detect and track multiple humans when the
scene being viewed is sufficiently crowded. In such scenes it cannot be assumed that any or all
of the humans in the scene would be visually isolated from any vantage point. They assume that
cameras are frame synchronized and calibrated, and that the humans are moving on a calibrated
ground plane. The system is fully automatic and they report fairly good results. In [3] Orwell et
al. use several uncalibrated cameras to track multiple objects. The connected blobs belonging to
moving objects are obtained using a background subtraction technique. The color distributions
from objects are modeled using histograms and the model is used to match and track each object.
In [4] Krumm et al. describe a system that is able to track multiple humans in a room using two
sets of color stereo cameras mounted on the walls. They use stereo images to locate humans and
the color information is used to maintain their identities.



In [5], Intille et al. use a single camera and solve the occlusion problem by locating the camera
on the top. The top-down view considerably reduces the ambiguity. In the Pfinder system [6]
Wren et al. were mainly interested in recovering a 3D description of a person in a large room and
they were able to track head and hands.

Many of the assumptions made by the previous systems [1, 3, 4, 5, 6] would not be acceptable
for our application. The objective is to track individuals in video recorded in many different
environments, with no control on the position of the camera. As in [7, 9, 10, 11, 12] imagery
collected by a single static camera is assumed.

W* [7] is a real-time surveillance system for detecting and tracking multiple humans and mon-
itoring their activities in an outdoor environment. It is designed to work with high-quality
controlled-gain uncompressed gray scale imagery and employs a combination of shape and motion
analysis to locate humans and their body parts (head, hands, feet and torso) and tracks them
using appearance based models. W*? assumes that the whole body is visible and when several
humans form a group, the system is able to segment them as long as the head of each person
is visible. W* is also able to determine whether a person is carrying an object using symmetry
constraints and periodicity analysis, and then track the object during exchanges. In [8] Haritaoglu
et al. incorporated stereo information into their system.

McKenna et al. [9] also implemented a complete system for tracking multiple humans in a
relatively unconstrained environment. They perform tracking at three levels of abstraction, regions
(blobs resulting from a background subtraction algorithm), humans and groups. However they
are not able to segment individuals when they are in a group. They are also able to detect simple
interactions with objects.

In [10] Senior et al. use an appearance based model to track humans through occlusions. The
models are used to localize objects during partial occlusions, detect complete occlusions and
resolve depth ordering of objects. Fuentes and Velastin [11] present a real-time tracking system
that matches the blobs from two consecutive frames using what they call direct and inverse
matching matrices and they are able to successfully detect merging and splitting of blobs. In [12]
Stauffer and Grimson use a linear predictive multiple hypothese tracking algorithm to match the
connected components obtained from a background subtraction algorithm. The system is able to
classify objects belonging to two classes, cars or humans, using aspect ratio. However they do not
handle occlusion.

Our system, as well as many of the previous systems [7, 9, 10, 11, 12], share the first process-
ing stage, viz., of background subtraction. The main idea behind background subtraction is to
model the background so that objects that do not belong to that modeled background can be
detected. This model should be adaptive in order to overcome global illumination changes. Other
common problems that can arise are local variations on lighting conditions (shadows, highlights,
...) or small movements of background objects (for example the wind moving tree branches). To
solve this problem the distribution of each pixel can be modeled. Each of the cited papers uses
a different technique to do so. For instance, [4, 5, 6] use a single Gaussian, while [7, 8] use a
bimodal distribution and [12] uses a mixture of Gaussians, although this approach considerably
increases the computational load. In [9] McKenna et al. use a method for background subtraction
that not only is based on color but also on gradient information that helps in removing several
types of shadows. Instead of using a background subtraction algorithm, Fuentes and Velastin [11]
use a foreground detection algorithm that is based on the luminance contrast together with some
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filtering to reduce noise. Senior et al. [10] attempt to make the system robust to illumination
changes by modeling the brightness and color distortion in the RGB space, using an approach
similar to Horprasert et al. [13]. Horprasert’s algorithm is able to cope with local illumination
changes due to shadows and highlights, as well as global illumination changes. A problem with
all these parametric modeling approaches is that may fail for compressed video, where there is
discretized noise and the distribution of the data is not smooth and is non-deterministic. In
our system an algorithm developed by Horprasert, Harwood and Kim [14] that employs vector
quantization techniques is used. This codebook-based background modeling approach encodes the
background scene observed during a very long period of time by compressing the long history of
background pixel values in a codebook. In order to eliminate the detection of shadowed or high-
lighted regions they tolerate some color and brightness distortion at every pixel. The background
model is adaptive and can handle the presence of moving foreground objects during the learning
process. The method is very robust to the quality of the video and works specially well for MPEG
videos. From the users point of view, there are five parameters that have to be set. Two of them
are thresholds that control the shadow and highlight detection. Another parameter controls the
threshold on the number of times that a pixel has to appear in the learning process in order to be
considered part of the background. The remaining two parameters are the more critical ones and
are very challenging to set. One controls how different two pixel values have to be in order to be
encoded in the same codeword or not. The other one is for the detection process and determines
how different a pixel value has to be from the background model in order to be represented by the
same codeword. Kim and Harwood have recently developed a method to automatically estimate
these parameters although until now it only works for uncompressed video.

The main problem with all the approaches that relay on background subtraction algorithms is
that they usually assume a static camera. Even though there have been efforts to extend the same
idea to a moving camera by building a panoramic view of the scene and then detecting moving
objects [2], for many sequences the results would be still too noisy to be as useful as the results
of static camera approaches. A completely different method for the moving camera case can be
used instead. In [15] Philomin et al. use a deformable shape model for humans coupled with a
variant of the Condensation algorithm [43] that uses an efficient quasi-random sampling strategy
for tracking humans from a moving camera with no restrictions on the viewing angle and the
dynamics of the camera or the human being tracked.

Once the system has obtained the connected components belonging to each person, a model
is needed in order to match the blobs over time or to be able to handle occlusion. There has
been a lot of work in sophisticated 3D articulated models for human tracking [16, 17, 18, 19].
The main drawbacks of these approaches are that they are computationally very expensive and
usually initialized by hand. For tracking, less specific models are enough and always can be used
for initialization and reinitialization of more complex models. Appearance based models have
been very popular. Color distributions have been effectively modeled for tracking using both
histograms [4, 9, 20] and Gaussian mixture models [9, 21|, estimated from color data using an
expectation-maximization algorithm. Both models can be updated adaptively.

In the object recognition literature many interesting representation models have been proposed.
Swain and Ballard [22] represented objects by their color histogram. Their technique was shown
to be remarkably robust to changes in the object’s orientation, changes of the scale of the object,
partial occlusion or changes in the viewing position. These are all desirable properties for our
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purpose. However a main drawback in this technique is that it is very sensitive to lighting condi-
tions. To overcome this problem, Funt and Finlayson [23] used derivatives of the logarithms of the
color channels (assuming a locally constant illumination). Finlayson et al. [24] also developed an
image normalization method to remove image dependency on lighting geometry and illumination
color. In the process however, there is some loss of information that might degrade the recognition
performance. Other approaches model objects based on local characteristics. In [25] Schiele and
Pentland use a vector of local features measured by local operators such as Gaussian derivatives
or Gabor filters. In [26] Schiele and Crowley use multidimensional receptive field histograms, a
representation that consists of a probability density function or joint statistics of local appearance
as measured by a vector of robust local shape descriptors.

In [27] Elgammal and Davis developed an appearance based model to segment humans under
occlusion using a maximum likelihood criterion. The human model was based on segmenting the
body into regions (head, torso and legs) and then model color distributions of each region. They
used a kernel density estimation method.

Co-occurrence matrices have also been used for many different applications. They were first
introduced by Haralick et al. [28] in 1973 to extract textural features for image classification.
In [29] they were used for object recognition and matching and in [30, 31] for image retrieval.
In fact, color co-occurrence matrices can be seen as a specific kind of geometric histograms,
introduced by Rao et al. in [32].
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Chapter 3

The appearance based model

3.1 Introduction

In many computer vision problems there is a need to find a representation for objects or entities
that are relevant when solving a given problem. For instance, in the face recognition problem,
one needs to model the face of each person. Depending on the application the model will have
to contain a specific set of characteristics. The model will also have to account for the conditions
of the input data. For examlpe, if there are changes in illumination, the data is compressed, the
view changes over time, or there are large variations on object sizes, then the model will have to
be general enough to handle these variations.

The model for visual appearance proposed here was first developed with the objective of being
able to identify humans in an indoor environment. The model should capture relevant information
to differentiate between different humans and to recognize humans that have been observed before.
Since humans are very complex deformable entities it is difficult to find a single good model that
can handle all possible situations. As people can be close to the camera or far away, the model
has to be invariant to changes in scale. The model should, to the extent possible, be invariant
to rotation and translation. The model should also be robust to partial occlusions, deformations
and changes in illumination.

Taking into account all these requirements it seems that the best option is to use a 3D model
of a person like the one proposed in [17] by Moon and Chellappa combined with some color cues.
A 3D model of a person should be able to handle typical deformations, changes in scale or camera
view, occlusions, etc. However the complexity of the model would make the total computational
cost too high, not to mention the fact that this kind of 3D model usually needs to be initialized
by hand and we want our system to be as automatic as possible.

Therefore we decided to use a 2D model. Since the requirements of our model were very
similar to the requirements that arise in the object recognition problem, we searched for possible
solutions in the object recognition literature. A possible approach could be to use the Karhunen-
Loeve transformation [33] to obtain a compact representation of the objects. Eigen analysis has
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been successfully used in applications like face recognition [34], face detection [35] and object
recognition [36]. A major drawback of the eigenvector approach is that changes in the individual
pixel values, caused, for example by translation, rotation or illumination changes will change the
eigenvector representation of the object. Another possible approach is using histograms. In [22]
Swain and Ballard identified objects by matching a color histogram from an image region with a
color histogram from a sample of the object. The technique was shown to be remarkably robust
to changes in object orientation, scale, partial occlusion or changes in viewing positions and even
in the shape of the object. These are all desirable properties in our model. Histograms have been
also successfully used in people tracking [9] and in image retrieval [22, 37]. A major drawback of
this method is its sensitivity to lighting conditions.

There have been many attempts to incorporate spatial information with color. In [38, 39,
40] the image was divided into regions and in [41] Pass used a histogram-refinement approach
that appears to perform much better than color histograms. In [31], Huang et al. used color
correlograms for image indexing and other applications (image subregion querying, image location,
and cut detection). Their experiments showed that this feature was able to outperform both the
traditional histogram method and the histogram-refinement method for image indexing/retrieval.
Therefore we concluded that color correlograms could be a good model for our purposes too. Since
models will be updated at every frame, illumination conditions would not significantly affect the
performance of our algorithm. In addition we could also use the image normalization technique
introduced in [24].

3.2 The model: the color correlogram

A color correlogram [31] is an image feature that expresses the probability that, given a pixel of
a color ¢;, we find a pixel of color ¢; at a distance d. It expresses how the spatial correlation of
pairs of colors change with distance. A color histogram captures only the color distribution in an
image and does not include any spatial correlation information.

Notation. Let Z be an n; X ny image, quantized into m colors ¢y, ..., ¢,,. For a pixel p = (z,y) €
Z, let Z(p) denote its color. Let Z. = {p|Z(p) = c¢}. Thus, the notation p € Z. is synonymous with
p € Z, Z(p) = ¢. For convenience we use the L.,-norm to measure the distance between pixels,
i.e., for pixels p1 = (z1,51), p2 = (v2,12), we define |p1 — po| = maz{|zy — zaf, [y — y2]}. We
denote the set 1,2,...,n by [n].

Histogram. The color histogram h of Z is defined for i € [m] such that hz(c;) gives for any
pixel in Z, the probability that the color of the pixel is ¢;. Given the count

H,(Z) = {p € L., }| (3.1)
it follows that Hy(e)

Correlogram. Let a distance set D C [min{n,ny}] be fixed a priori. Let d = |D|. Then the
correlogram of 7 is defined for ¢,j € [m],k € D such that vz(c;, ¢j, k) gives the probability that
a pixel at a distance k from a given pixel of color ¢; is of color ¢;. The size of the correlogram is

12



m?2d. If we define the following count

Uz(ci,cj, k) = {p1 € Loy, p2 € Ly ||p1 — p2| = K} (3-3)
then,
Lr(ei, e, k)
e k)= —2 0 3.4
’YI(C C] ) SkH_’[(CZ) ( )

The autocorrelogram of Z captures the spatial correlation between identical colors only and is
defined by

az(ci, k) = yz(es, ¢y k) (3.5)

This requires only md space. While choosing d to define the correlogram, we need to address the
following issue. A large d would require expensive computation and large storage requirements. A
small d might compromise the quality of the feature. In general, since local correlations between
colors in an image are more significant than global correlations, a relatively small value of d is
sufficient to capture the spatial correlation.

3.3 Comparing feature vectors: distance measures

Once we have a representation for objects, there is the need to find a good similarity measure
between feature vectors that allows us to classify an observation given a set of models. This
measure is commonly determined by some kind of distance between the corresponding descriptors
in feature space. There are many different distance measures that one can use. L; and L, norms
have been commonly used, and depending on the application one or the other performs better.
The L; norm is definded as Ly (z,y) = >, |z; — y;| where x and y are n dimensional vectors.

The Ly norm is defined as Lo(z,y) = \/Z?:l |z; — y;]2. There are other distances one can use.
Hafner et al. [42] suggested using a more sophisticated form of quadratic distance measure that
tries to capture perceptual similarity between any two colors. They also proposed a method to
avoid the computational expense of a quadratic distance measure by prefiltering with a simpler
distance, and then using the quadratic L, distance for a smaller set of feature vectors. In [31],
Huang et al. used a normalized L, distance measure for comparing histograms and correlograms
because it is simple and statistically more robust to outliers than the L, measure.

We use a slightly different version of the normalized L; distance. Given two images Z and Z,
their dissimilarity can be computed using the following formulas:

> hz(e) = ho ()]

_ Vi€lm]

DL(Z, I =T -1, = (3.6)
> hz(cy) + bz ()
Vje[m]
Z Ivz(cis¢j, k) — vo(ciy 5, k)
Vi,j€[m],keld]
D (Z,ITh=|ZT-T|, = (3.7)
K ! Z vz(ci, ¢, k) + Z vz (ci, ¢j, k)
Vi,je[m],ke[d] Vi,j€lm],keld]
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The measure itself is symmetric (|Z — Z'|, = |Z' — Z|,) and lies within [0, 1]. The subscripts h
and 7 mean histogram and correlogram respectively. The corresponding similarity measure can
be simply derived from D(Z,Z’) as

SW(Z,T') =1 — Dy(Z,T) (3.8)

and
S,(Z,7')=1-D.(Z,T') (3.9)

3.4 Updating the model

Once the model has been initialized it can be used for tracking and recognition. These applications
imply comparing observations with the models stored in a database. If there are significant
differences between the objects in the database and the observations, matching might not be
possible. These differences might occur due to changes in illumination, pose, or occlusion, between
the moment when the model was built and the moment when the observation is made. Therefore
a desirable property for a model is that it should be easy to update.

Model updating can be done in two ways. If a stationary distribution is assumed, the model
should be updated cumulatively. Otherwise, the model should be updated adaptively. In our case
it is more appropriate to update the model adaptively, since the model should adapt to changes
that may occur. The updating is done in the following way:

hI(Ci,t) == OéhI(Ci,t - ].) + (1 - O[)h%ew(ci, t) (310)

and
71(6i76j7 kat) = CV’YI(Ci; Cj; kat - ]-) + (1 - a)f)/%ew(chcja k7t) (311)

where h3°"(c;,t) and 72" (c;, ¢;, k,t) are the histogram and correlogram respectively computed
using only the new image obtained at time ¢, hz(c;,t — 1) and vz(c;, ¢j, k,t — 1) are the stored
models at time ¢ — 1 and hz(c;,t) and vz(c;, ¢j, k, t) are the updated models at time . « is a
constant (0 < a < 1) that determines the velocity of the updating process. If a takes values close
to 1, the new information will be slowly incorporated in the model. If o takes values close to 0,
the old information will be forgotten rapidly. In general o = 0.9 works fairly well.

3.5 Using the model for segmentation

The segmentation problem is described as follows. Given an image and a set of models, for each
pixel decide the most probable model it can belong to. This will allow us to estimate people’s
position when they merge into a group or to segment an object that a person has picked up. There
are different ways in which this problem can be addressed. In [27], Elgammal and Davis used a
kernel density estimation approach to model the appearance of people and its spatial distribution,
and then used a likelihood maximization approach for segmentation.
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In the system explained here, two different methods for segmentation have been implemented
and tested. One is based on Swain’s work [22] with the improvements introduced in [31]. It is
explained in Section 3.5.1 and the final criterion for segmentation is expressed in (3.17). The
other method is explained in Section 3.5.2 and uses the correlogram probability estimates to do
the segmentation based on a Maximum A Posteriori (MAP) criterion. Equation (3.25) shows the
final expression used for segmentation.

3.5.1 Histogram backprojection method with correlogram correction for segmenta-

tion

In [22] Swain and Ballard proposed a technique for image localization (can also be used for
segmentation) that they called the histogram backprojection method. The problem is stated as:
given a query image Q and an image Z where Q@ C Z, the location in Z where Q is more likely to
be must be found. They use histograms as image representations and they define the following
likelihood measure that they call ratio histogram:

7o 1 (Z]Q) = min {flj((s)) , 1} (3.12)

where 7., ,(Z|Q) is the likelihood that a pixel of color ¢; of image Z belongs to the query image
Q. Hz(c;) is the count defined in (3.1). To find the most likely location of the query image the

pixel p that maximizes the sum of contributions from all pixels belonging to the subimage of 7
centered at pixel p, Z|p, has to be found. That is, the location s is given by:

s = arg mazye7ll,(Z]|Q) (3.13)
where
M,(Z1Q) = > mz(¢)n(Z]Q) (3.14)
9€Zlp

Note that this method gives the same likelihood to all pixels of the same color. It also gives more
weight to colors that are frequent in the query but not in the image, thus leading to errors in
some cases. To avoid this kind of error, Huang et al. [31] added to (3.14) a factor that they call
correlogram correction. Since histograms do not have any spatial information, by incorporating a
measure coming from the correlogram some local spatial correlation is incorporated.

For each pixel p € 7 the local correlogram is computed at each distance k € D considering only
p and its neighbors (the distance set D should contain relatively small value so that it captures
local information for each pixel). Then the correlogram contribution of p is the similarity measure
in (3.9) between the local correlogram at pixel p € Z and a part of correlogram for Q, the query
image, that corresponds to color Z(p):

m(Z|1Q) = 55(Qzp), {P}) (3.15)

where 7, ,(Z|Q) is the correlogram contribution and {p} represents a pixel p along with its neigh-
bors (the neighborhood of p depends on the set of distances where the correlogram has been
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computed). The final expression for the likelihood measure from (3.14) is:

,(Z|Q) = Y (Brzpal(Z]Q) + (1 — )y, (Z]Q)) (3.16)

q€Ilp

where 0 < # < 1. Usually a value of f = 0.5 works well.
The likelihood measure in (3.16) can be used to segment humans under occluding conditions.
Pixel p in blob G will be labeled as belonging to model M,, if and only if:

m = arg max;11,(G|M,) (3.17)

3.5.2 A Maximum A Posteriori criterion for segmentation

McKenna et al. [9] addressed the segmentation problem in the context of human tracking. They
generalized the ratio histogram idea presented by Swain et al. in [22] to multiple models. They
modeled each person using a color histogram and when humans merged, they used a MAP criterion
to do the segmentation using the probabilities estimated by the histogram. This approach has
the same problem as that of the histogram backprojection method. This probabilities of a pixel
belonging to one model only depends on the color of the pixel and not on its position. To
incorporate some kind of spatial information to it an equivalent approach to the one proposed by
McKenna [9] can be followed, but instead of using the histogram probability estimates, correlogram
probability estimates can be used. Using the MAP criterion, a pixel p is classified as belonging
to model M,,, if

m = arg max;P(M;|{p}) (3.18)

Thus, if given the observation {p} (the pixel along with its neighbors), it maximizes the probability
of belonging to M,,,. Using the Bayes theorem,

PM;n{p}) P({p}|M;)P(M,)
P Mz Py) = = 3.19
MIPD =500 e PAPIM)PIM) 1)
where P({p}|M;) is the probability of having the neighborhood {p} given that belongs to model

M,;. To estimate the priors P(M;), the area of each person before joining the group G can be
used:

M
PM;) = ——— 3.20
(M) Zvjeg |M]| ( )
Equation (3.19) can be further expanded using:
P({p}M;) = > > Ples, ¢y, dM,) (3.21)

Veye{p} VdeD

where P(c,, ¢y, d|M;) expresses the probability of finding a color ¢, at a distance d of a color
¢y, given that this pixel belongs to model M,;. This information can be easily found in the
correlogram. From the definition,

’YMi(CCC) Cya d) = P(Cy|cfl37 d) Ml) (322)
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Then,
P(cy, ¢y, d|M;) = P(cyleg, d, M;)P(d|cy, M;) P(ci| M) (3.23)

where P(c,|M;) = hpm,(c;) and P(d|c,, M;) = P(d). The priors P(d) are difficult to estimate
and so are assumed uniform. Finally, substituting all the expressions into (3.18) and simplifying,
it is found that a pixel p will be classified as belonging to model M,, if and only if:

ZVCyE{p} ZVdED YM; (Cm‘a Cy, d)hM@ (Cx)P(MZ)
2 vn ZchE{p} 2vdeD TM,, (Cxa Cy, d)th (Cx)P(Mn)

m = arg max; (3.24)

To have a smooth segmentation, the posterior probabilities of the neighboring pixels in a specific
window W can be added at each pixel location. Then,

B >ove,efp} 2ovden VM (Cay Cys ), (c) P(M;)
m = arg max; E
VpeEW EVn ZchE{p} EVdED T Mn (Cm‘a Cy, d)h./\/(n (Cx)P(Mn)

(3.25)
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Chapter 4

Human tracking

4.1 Introduction

Tracking has been widely addressed in the computer vision community since it can provide valuable
information. The problem, however, is inherently complex and one needs to put some constraints
in order to realize practical solutions.

In our application, input data will be mainly indoor sequences taken from a static camera. We
assume that the camera can be in any position or angle but it is assumed that the images will be
close enough to the scene so that there will be sufficient pixels on the people. The system should
be able to deal with occlusions (including self occlusions), whether they are due to background
objects or other people in the scene. People can have any pose and can be entering or leaving
the scene. The system has to work for both uncompressed and compressed data. In Figure 4.1
sample frames showing some of the challenges faced by the system are shown. In Figure 4.2 a
diagram of the algorithm is shown.

4.2 The algorithm

The very first problem to be solved when tracking people is detecting them. For the static
camera case, detection is accomplished by using some kind of background subtraction method.
Background subtraction consists of modeling the background scene when humans are not present
and then comparing every frame with the modeled background. If a person comes in, some
background pixels will be occluded and this will be detected by the background subtraction
algorithm. Although the idea is simple, the problem is very challenging. Changes in illumination
conditions, light movements of objects (for instance bushes moved by the wind), camera noise,
shadows or reflections can all effect the detection performance.

We use the background subtraction algorithm designed by Horprasert, Kim, and Harwood [14].
After the background is subtracted, several post-processing to clean up the image. First, small
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Figure 4.1: Sample frames showing some of the challenges in people tracking: different camera

angles, irregular poses and occlusions are illustrated

20



Background
subtraction

Build model
for each blob

A

@next frame

Match blobs with
stored models

Match group blobs
with group models

yes

yes

Solve bifurcation

Segment group

A A
A 4
Initialize group Update group Update models Update models Create new model
model models
\ \ J \ \

Figure 4.2: The flowchart of human tracking algorithm.
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spots (pixels with less than 3 neighbors) are removed. Then a color-based shrink/expand method
is applied to foreground boundary pixels. There are three steps: shrink by one pixel, expand
by two, and then shrink by one again. The objective of this stage is to fill small gaps and
holes in the foreground blobs and to connect nearby blobs. After this stage small blobs are
filtered. Subsequently color-based hole filling procedure is applied. A pixel in a hole is filled
if it is connected by a path with continuous color similarity. Finally to get smooth silhouettes,
boundaries are filtered by opening (erosion followed by dilation) using a rolling ball algorithm [44].

After this processing stage it is assumed that each person will be segmented into one and only
one blob. Since in most of the input sequences people are relatively big with respect to the image
size, this will usually be the case. It can happen, however, that an object is occluding a person
in such a way that the body gets cut into two blobs. In this case the system may conclude that
each blob corresponds to a different person. If there is a small part of the body that has been
segmented into a different blob after the background subtraction stage, it is assumed that it would
be removed during the thresholding process. This will not affect the performance of the tracker
since the appearance based model is robust enough to handle these situations. It is also assumed
that when a person enters the scene he/she will be isolated. If two people enter together and
are segmented into the same blob by the background subtraction algorithm, the system will treat
them as though they were a single person. In practice we can adapt the system to model various
combinations of people and detect when they separate, generating the model retroactively.

The first time people enter the scene, a model for each of them is stored. As explained in
Chapter 3, the appearance based model consists of histogram and correlogram information. In
the next frame, another model is built for each of the foreground blobs. Then the similarity
(see (3.8) and (3.9)) between all the stored models and all the models of blobs in the current
frame is calculated. The most similar blobs are matched as long as the similarity is above certain
threshold. However, if a blob in the current frame has a very large distance from all the stored
models, a new model is initialized. Empirically the threshold (that can take values between 0 and
1) was set to 0.55. The threshold can also be learned from the sequence itself and set automatically
by analyzing the distances between the different realizations of the same model and the distances
between other models. The method to automatically set the threshold, however, was not studied
in depth and in general, better results are obtained when the threshold is set by hand. Once
the matching is done, all the models are updated using (3.10) and (3.11) and the next frame is
processed.

Of course, people can form groups that the background subtraction algorithm will segment into
a single blob. It is desirable to be able to track these people even when they are in the group or
are partially occluded by other people or objects. The system detects that two or more people
have merged into a group when the total number of blobs in the frame has decreased and two or
more blobs in the previous frame overlap with a single blob in the current frame (see Figures 4.3)
and 4.4. When a merge is detected a model for the group is initialized. This model consists of
histogram and correlogram of the group, but it also contains the models of each of the people
that form the group. The correlogram of the group is used to track the group for the rest of the
sequence in the same way that the other blobs are tracked. The models of the components of the
group are used to segment the group into each of the people that form it, classifying each pixel
as belonging to one of the models using the method explained in Section 3.5. If a person joins an
existing group, a new component is added to the group.
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Figure 4.3: Sample frames showing a merge between two people. The left image shows the frame

before the merge and the right image shows the scene after the merge.

Figure 4.4: Sample frames showing a person merging a group of people. The left frame shows the

scene before the merge and the right frame shows the scene after the merge.
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Just as several people can merge into a group, the group can also be split. This event is detected
when the total number of blobs in the frame has increased and several blobs in the current frame
overlap with a group blob in the previous frame (see Figures 4.5 and 4.6). Of course a group
can split in many different ways. For instance, a group of four people can split into a group of
three persons and a single person or into two groups of two persons. Let by, by, ..., b, be the blobs
in which the group has split. In order to determine in which blob b; each person is present, the
segmentation is done for all blobs by, by, ..., b, using the models of all persons belonging to the
group. Let N(M;|b;) be the count on the number of pixels in blob b; that have been classified as
model ;. Then it is concluded that person A; is present in blob b; if and only if:

N(M;[b;) > N(M;|b) VI #i (4.1)

Figure 4.5: Sample frames showing a split of a two people group. The left column shows the

frame before the group splits and the right column shows the frames after the split.

Since segmentation is not perfect, during occlusion the individual models of each of the compo-
nents of the group are not updated. If they stay together for a long period of time, the illumination
conditions may change and the stored models might become inaccurate. In order to minimize these
effects, the images are normalized. The comprehensive normalization method proposed in [24] was
tested but the results turned out to be worse than when normalization was not used. The loss of
information during the normalization method is likely to be high. Therefore a more standard nor-
malization method was used. Instead of using the < R, G, B > pixels themselves, the transformed
<r,g,b> were used, where:

R x 255
= 4.2
""RiG+B (4.2)
G x 255
= = 4.3
I R+G+B (4.3)
B x 255
= 4.4
R+G+B (4:4)

24



Figure 4.6: Sample frames showing a split of a group of four people into two groups of two people
each. The left frame shows the scene before the group splits and the right frame shows the scene

after the split.

It can be observed, however, that b = 255 — r — ¢g. Since b does not add any new information,
people usually discard it. However then there is again a loss in information that could compromise
the system, since the original < R, G, B > values of the pixels cannot be recovered. Therefore b
was set to

_R+G+B
=

In general this normalization method helps to improve the results. In some experiments, how-
ever, the normalization decreased the performance of the system.

b (4.5)

4.3 Results

In order to test the algorithm for tracking humans, several indoor video sequences were recorded.
The algorithm has been tested on compressed and uncompressed clips containing different numbers
of persons and having different camera positions. In the following sections results are reported for
different sequences. In each experiment there is a different challenging aspect that is tested. In
all experiments, the images were quantized to 512 colors and the correlogram was calculated at
distances {1, 3,5,7,10, 15, 23,35}, unless stated otherwise. For all the figures shown in the results,
the first column shows the input sequence. The second column shows the frame after background
subtraction. The third column shows the final results.
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4.3.1 Testing the algorithm and its dependency on several parameters

In this experiment the intention is to test the performance of the algorithm in a general situation.
The sequence consists of three persons moving in a room. Individuals form groups and split
several times and there are some occluding situations as well. First the algorithm is tested using
the histogram backprojection method with correlogram correction described in Section 3.5.1 for
segmentation. The results can be seen in Figures 4.7, 4.8 and 4.9. The sequence has a total of 774
frames collected at a rate of approximately 10-15 frames per second. Figures 4.10, 4.11 and 4.12
show the results when the segmentation is done using the MAP criterion described in Section 3.5.2.
Although the MAP criterion is supposed to be optimum, the results are a little bit better for the
histogram backprojection method with correlogram correction included. This is probably due to
the fact that the densities are not estimated properly, or that the assumptions about the priors did
not hold. In general, however, the results are good. The identities are preserved during the whole
sequence, and segmentation results during occlusion are fairly good. One can see that the pants
of two of the individuals have very similar colors and that they are segmented properly during
occlusion. It can also be observed that sometimes the algorithm misclassifies the head region. We
believe that this is due to the brightness of the skin and the large changes in illumination that
occurs.

In some frames parts of the background appear attached to the people, due to shadows that
the background subtraction algorithm could not eliminate. When this happens (see for instance
Figure 4.8 or Figure 4.9) these regions are segmented as any other region of the group, although
they really do not belong to any of the models.

The dependency of the algorithm with respect to different parameter has also been tested. In
Figures 4.13, 4.14 and 4.15, the results when the input images are quantized to 1000 colors are
shown. In Figures 4.16, 4.17 and 4.18 the results are for images quantized to 64 colors. As it can
be observed, the number of colors does not seem to affect the performance of the algorithm and
the quality of the segmentation significantly. However, the algorithm is sensitive to the clothing of
each individual. Similar observations can be made about the distance set where the correlogram is
calculated. In Figures 4.19, 4.20 and 4.21 the results are shown when the correlogram is calculated
at distances {1,3,5,7}. In all cases, the identities are preserved.

4.3.2 Testing split and merge behavior with five humans

In this clip the performance of the algorithm handling splitting and merging between people is
tested in a relatively long sequence (1405 frames, approximately 1 minute). The sequence consists
of five humans moving in a room, forming groups of up to four people, that split in different ways.
For example in Figure 4.22 a group of four persons splits into a group of three persons and a single
person, whereas in Figure 4.24 a group of four individuals splits into two groups of two people
each. There is also a person leaving the scene for a while and then entering again. All identities
are preserved. The images were quantized to 512 colors, and the correlogram was calculated at
distances {1,3,5,7,10,15,23,35}. For segmentation the histogram backprojection method with
correlogram correction was used (Section 3.5.1). The results are shown in Figures 4.22, 4.23
and 4.24. The more people in a group the more difficult the segmentation is. Pants of the people,
for example, have similar colors that are challenging to segment. Furthermore, when several
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Figure 4.7: A sequence with three persons. Sample frames: 112, 293, 322, 341, 374 and 408.

Histogram backprojection method with correlogram correction was used.
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Figure 4.8: A sequence with three persons. Sample frames: 443, 466, 488, 502, 524 and 556.

Histogram backprojection method with correlogram correction was used.
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Figure 4.9: A sequence with three persons. Sample frames: 578, 582, 606, 626, 684 and 720.

Histogram backprojection method with correlogram correction was used.
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Figure 4.10: A sequence with three persons. Sample frames: 112, 293, 322, 341, 374 and 408.

MAP segmentation method was used.
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Figure 4.11: A sequence with three persons. Sample frames: 443, 466, 488, 502, 524 and 556.

MAP segmentation method was used.
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Figure 4.12: A sequence with three persons. Sample frames: 578, 582, 606, 626, 684 and 720.

MAP segmentation method was used.
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Figure 4.13: A sequence with three persons. Sample frames: 112, 293, 322, 341, 374 and 408.

Images quantized to 1000 colors.
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Figure 4.14: A sequence with three persons. Sample frames: 443, 466, 488, 502, 524 and 556.

Images quantized to 1000 colors.
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Figure 4.15: A sequence with three persons. Sample frames: 578, 582, 606, 626, 684 and 720.

Images quantized to 1000 colors.
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Figure 4.16: A sequence with three persons. Sample frames: 112, 293, 322, 341, 374 and 408.

Images quantized to 64 colors.
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Figure 4.17: A sequence with three persons. Sample frames: 443, 466, 488, 502, 524 and 556.

Images quantized to 64 colors.
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Figure 4.18: A sequence with three persons. Sample frames: 578, 582, 606, 626, 684 and 720.

Images quantized to 64 colors.
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Figure 4.19: A sequence with three persons. Sample frames: 112, 293, 322, 341, 374 and 408.

Correlogram calculated at distances {1,3,5,7}.
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Figure 4.20: A sequence with three persons. Sample frames: 443, 466, 488, 502, 524 and 556.

Correlogram calculated at distances {1,3,5,7}.
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Figure 4.21: A sequence with three persons. Sample frames: 578, 582, 606, 626, 684 and 720.

Correlogram calculated at distances {1,3,5,7}.



people form a group, shadows make the segmentation even more difficult.

4.3.3 Testing correlogram versus histogram

In human tracking, object recognition and image retrieval algorithms [9, 22, 42, 37] histogram has
been use to model appearance. However the histogram does not contain any spatial information
and that is the main motivation for using the correlogram instead of the histogram. In order to
evaluate the increase in the performance due to correlogram, the segmentation was tested in a
sequence where there are two people wearing very similar clothes. In Figure 4.25 the segmen-
tation results using only histogram information are shown. Figure 4.26 shows the segmentation
results using correlogram as appearance based model. The segmentation method used was the
histogram backprojection method with correlogram correction explained in Section 3.5.1. Clearly
the correlogram segmentation in Figure 4.26 is much better than the histogram segmentation
shown in 4.25.

4.3.4 Testing the performance for compressed data

The performance of the system for compressed data has also been tested. The sequence was
compressed using MPEG1 at a 700Kbps rate. The segmentation results are shown in Figure 4.27.
It can be seen that the performance decreases but the algorithm is still able to track de people.
Probably reducing the number of colors in the quantization process would help to reduce the
effects of the MPEG noise, while not hurting too much the quality of the segmentation. It turns
out that the background subtraction algorithm is also affected by the MPEG noise and therefore,
some of the decrease in the quality of segmentation is due to the decrease in the quality of the
output of the background subtraction algorithm.

4.3.5 Testing identification performance

In this experiment the human identification performance is tested. The test is done over a small
data base of five humans, entering the scene in a random order. At the end, each individual has
been in the room twice. The first time a person enters the scene, a model is built. After, each time
a person enters the scene, the algorithm measures the distance (see (3.7)) between the observed
person and the stored models. If the distance is above certain threshold that is set empirically
(usually 0.55 works fine), it is concluded that the person had not been modeled before, and a new
model is initialized on the fly. Otherwise it is matched with the closest model. In this experi-
ment all individuals were properly identified. Sample frames are shown in Figures 4.28 and 4.29.
For this experiment the images were quantized to 512 colors. In general, the number of colors
needed in order to get good results for identification is less than the number of colors needed for
segmentation. The distance set where the correlogram was calculated is: {1,3,5,7,10, 15,23, 35}.
A smaller distance set may be sufficient for achieving the same results.

It is not claimed that the algorithm will always achieve a 100% detection rate with a 0% false
alarm rate. The performance will depend on clothing, and how close they are to each other. No

42



43
Figure 4.22: Sequence with five persons. Sample frames: 126, 236, 293, 346, 425 and 508.
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Figure 4.23: Sequence with five persons. Sample frames: 543, 597, 681, 711, 762 and 809.
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Figure 4.24: Sequence with five persons. Sample frames: 895, 908, 988, 1165, 1230 and 1265.



Figure 4.25: Segmentation using the histogram. Sample Frames 467, 470, 478, 508, 515, 517.



Figure 4.26: Segmentation using the correlogram. Sample Frames 467, 470, 478, 508, 515, 517.



Figure 4.27: Segmentation for a 700Kbps MPEG sequence. Sample Frames 467, 470, 478, 508,

515, 517.



experiment has been done in order to test how many different people could the system handle on
an average, or how the detection and false alarm rates would vary when changing the thresholds
on the similarity measure. If it is assumed that all the persons in the scene have been previously
modeled, then the system would be able to handle a larger number of people.
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Figure 4.28: Identification test. Sample frames 93, 149, 210, 290 and 404.
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Figure 4.29: Identification test. Sample frames 541, 662, 768, 872 and 952.
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Chapter 5

Interpretation of human-object interactions

5.1 Introduction

Detecting interactions between human and objects is of fundamental importance in automatically
inferring human activities. A video, for example, could be summarized by showing only the
frames were people are interacting with objects. In surveillance applications it is obviously useful
to determine when someone is interacting with objects (to know, for instance, if anybody is
stealing anything, or to know if anybody has left a suspicious object).

To our knowledge, there has been very little work reported on this problem. In [7] Haritaoglu et
al. were able to segment objects that were carried by people using a simple symmetry constraint
on the shape of the people. In the system that McKenna et al. implemented [9], they detected
the event of removing or depositing an object in the scene, but they did not differentiate between
them and they did not try to track the objects.

In the next section a system that is able to detect when someone has removed or deposited an
object in the scene is presented. Once such an event is detected the system builds a model for
the person and the object. In the case of an object being removed the system uses the models
to track the object and the person for the rest of the sequence. If the object is deposited, the
system goes back and tracks the object and the person retroactively. In Figure 5.1 a flowchart of
the algorithm is shown.

5.2 The algorithm

Like in the human tracking system, the system for detecting human-object interactions is based
on the background subtraction algorithm. When a person deposits an object in the scene, since
the object has not been modeled in the learning stage of the background subtraction algorithm,
it will be detected as a foreground region. The same will happen if a person takes an object from
the scene. Since part of the scene that was behind the object was not modeled, when the object
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is removed a new foreground region will appear. Therefore, the first objective of the algorithm is
detecting such events. The system will detect that a new object has been deposited in the scene
or that an object has been removed when it detects that a blob splits into two blobs and one of
them is static. Static means that the centroid of the blob does not move more than 2 pixels from
it initial position during a certain period of time (for example 10 frames). In images (a) and (b)
of Figures 5.4 and 5.3, an example of an object being deposited and removed respectively can be
seen.

Figure 5.2: Background subtraction mask showing a human-object interaction. From the mask it
cannot be decided whether the object has been deposited or removed. Although it may seem the

opposite, in this case the object has been removed.

From the background subtraction alone however, it cannot be determined whether the object
has been removed or deposited in the scene, since in both cases the foreground masks would look
exactly the same. This can be observed in Figure 5.2. Although it may seem that an object has
been deposited, actually it is the opposite case. Therefore, in order to differentiate the event of
taking an object from the event of depositing an object, the images have to be analyzed more
carefully. Let us assume that the position of the pixels that lie in the boundaries of the object are
known. Then, if the gradient response is calculated in these pixels it will be possible to know if the
object is present or not. When the object is present, the gradient response will be higher, since the
object edges will be present. The system can know the position of the pixels lying in the boundaries
of the object using the mask of the background subtraction algorithm. Therefore the system can
differentiate between an object being picked up and object being deposited. Mathematically these
concepts can be expressed in the following way:

Let V(p) be the gradient response at pixel p. Let the Sobel masks in each direction be:

-1 0 1 -1 -2 -1
Vo=1|-2 0 2 V,=1] 0 0 0 (5.1)
-1 0 1 1 2 1
then,
Vip) =/V2(0) + V3(p) (5.2)



Let B be the set of pixels lying in the boundary of the object, and let B; = (x,y) be the i*"
element of this set. Let Zg be the background image and Zp be the frame where the interaction
has been detected. Let

rg= Y V(Zp(B,)) (5.3)
and
rp = vZBV(ID(BP)) (5.4)

Then, if rg > rp the system will decide that the object has been taken. Otherwise, the system
will decide that the object has been deposited. In other words, if in the background frame the
gradient response along the object boundary is greater than in the frame where the interaction has
been detected, it is decided that the object has been removed (see Figure 5.3). In the other case,
if the gradient response along the object boundary is greater in the frame where the interaction
has been detected than in the background frame, the object has been deposited (see Figure 5.4).

After a human-object interaction is detected, if the object has been removed, the system builds
a model for the person and a model the object. This model is initialized when the object and the
person are isolated in the image plane (when there is no occlusion between them) and then, using
these models and the method described in Section 3.5.1 the object and the person are segmented
for the rest of the sequence. To minimize the effects due to changes in illumination conditions, the
same normalization method described in Section 4.2 is used. If, on the other hand, a new object
has been deposited, the models are used to segment the person and the object back in time, from
the point when the person entered the scene until the moment when the object was detected.

5.3 Results

Several sequences have been recorded in order to test the algorithm for detecting interactions
of human with objects. The objective of the experiments is to show that the algorithm can
distinguish between an object being removed and an object being deposited, and that it can
track different kinds of objects. In all the experiments done, the system was able to differentitate
between and object being picked up and an object being deposited.

In all experiments the correlogram was calculated at distances {3,6,9,12,15,20} with the im-
ages quantized to 512 colors.

5.3.1 Testing an object being removed

The algorithm has been tested with two different objects, a folder and a bag. The folder is easier
to track since its color is very different from the colors of the clothes of the person. The results can
be seen in Figures 5.5, were the segmentation is almost perfect. For the other sequence the colors
are much more challenging and the illumination changes at some points of the clip introduce error
in segmentation, as can be seen in Figures 5.6 and 5.7.
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Figure 5.3: Example of an object being picked up. In (a) and (b) the background subtraction
output before and after the object has been removed is shown. In (c¢) and (d) the gradient response
is calculated along the object boundaries in the background frame (c) and the frame where the
interaction has been detected (d). In this case the gradient response is larger in (¢) than in (d),

therefore it is concluded that the object has been picked up.
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Figure 5.4: Object depositing example. In (a) and (b) the background subtraction output before
and after the object has been deposited is shown. In (c¢) and (d) the gradient response is calculated
along the object boundaries in the background frame (¢) and the frame where the interaction has
been detected (d). In this case the gradient response will be larger in image (d) than image (c),

therefore it is concluded that the object has been deposited.
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Figure 5.5: Sequence showing a folder being picked up. Sample frames 213, 216, 266, 343, 385,

441.



60
Figure 5.6: Sequence showing a laptop bag being picked up. Sample frames 102, 231, 233, 302,

349, 386.
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Figure 5.7: Sequence showing a laptop bag being picked up. Sample frames 413, 450, 510, 535,

575, 624.



5.3.2 Testing an object being deposited

The algorithm has been tested in two different sequences. The first sequence shows a person
entering a room, taking off a jacket that he is wearing and leaving it on a chair. When the person
leaves the jacket on the chair, at frame 845 (see third image in 5.8), the algorithm detects the
event, initializes the color models and goes back in time to track the person and the jacket. It
is interesting to point out that the algorithm is able to track a deformable object as long as the
view of the object when it is initialized is representative enough. In Figures 5.8 and 5.9, it can be
seen that the performance is fairly good. Some regions are missclassified(for example the head of
the person) due to changes on illumination.

The other experiment shows a person entering to the scene and leaving a bag on the floor.
As the bag is occluded by the person, the system detects the event at frame number 664, when
the bag becomes visible (see second and third pictures in Figure 5.10). Remaining images in
Figures 5.10 and 5.11 show the system going back in time and segmenting the person and the
bag, using the models initialized in frame 664.
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Figure 5.8: Sequence showing a jacket being deposited on a chair. Sample frames 455, 714, 845,

845, 775 and 731
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Figure 5.9: Sequence showing a jacket being deposited on a chair. Sample frames 688, 595, 567,

531, 514 and 472.
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Figure 5.10: Sequence showing a bag being deposited on the floor. Sample frames 264, 664, 664,

563, 472, 416
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Figure 5.11: Sequence showing a bag being deposited on the floor. Sample frames 384, 343, 311,

264, 220 and 194.
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Chapter 6

Summary and conclusions

A system for human and object tracking has been described. An appearance model based on color
correlogram is used for tracking and segmenting humans and objects under occlusion. The system
performs well for compressed and uncompressed data, and is able to handle common occluding
situations that happen in indoor environments. No assumptions are made about human’s pose or
camera’s point of view. In the object tracking case, no assumptions are made about the shape of
the object. Since the systems uses an appearance based model, the performance depends on the
appearance of objects and humans. If several humans wear similar clothes or the object colors
are very similar to the clothes of the person, the performance of the segmentation will degrade.
Tracking when individuals are isolated seems to be very robust. Adaptive models together with
image normalization allows the system to overcome illumination variations. Under occlusion
however, if the models have not been updated for a long period of time, illumination changes may
have a more significant effect on segmentation, degrading the results. Object tracking module is
more sensitive to illumination variations, since the objects are usually relatively small (therefore
have less color information) and the models are initialized using just one frame. In general,
segmentation degrades when there are dark colors in shadowed areas or clear colors in highlighted
areas.

In the human tracking module, the system assumes that humans are isolated when they enter
the scene. If this assumption does not hold the performance will drop, since the models are
initialized as humans enter the scene. The system, however, could be adapted to handle this
situation. The performance will also degrade if a person merges into a group just after entering
the scene, and the few frames where the person is isolated do not contain a significant view of this
person (for instance only the head is seen). Segmentation will then be poor and the identities may
be lost when the group splits again. The system also assumes that the background subtraction
algorithm (after some post-processing stages to merge blobs and fill holes) will provide a single
mask for each isolated person. If a blob corresponding to a single person splits into two blobs,
the system will be misled and a new model will be initialized for one of the blobs. When a group
splits into several subgroups, if one or several humans are completely occluded, the system may
make a mistake when deciding which groups are present, since no information is available at that
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moment. A way to solve this could be to hold the decision until a significant number of pixels of
each person are visible.

The system performance in general is not very sensitive to changes in the parameters of the
model (i.e. the distance set where the correlogram is calculated and the number of colors used
to quantize the image). For tracking purposes, compared to segmentation, less colors are needed
to get good results. In order to optimize the performance one can also change the parameter 3
that controls how correlogram and histogram information are mixed when doing the segmentation
(see (3.16)), although usually § = 0.5 works well.

For segmentation two methods have been tested, both of them gave good results. In most
of the experiments the histogram backprojection method with correlogram correction (explained
in section 3.5.1) gave better segmentation results, even though the MAP criterion is supposed
to be optimum. This is probably due to the fact that the estimates for the probability density
functions are not accurate enough. For the object tracking case, where the models are initialized
using just a single frame, probably a kernel density estimation method would have been better.
For the human tracking module, since the models are updated at every frame, there are many
observations available and the segmentation results would not have been too different between
using a kernel density estimation method and histograms. Histograms have the advantage that
they are much faster to update. If the objective was to get a very accurate segmentation, more
complex method such as the Expectation Maximization (EM), or even Hidden Markov Models
(HMM’s) could be used. For the human tracking module, one could even maintain several model
for each person, initializing a new model when a significant change in appearance is detected.

In general, the system works fairly well when the assumptions made in the designing stage
hold. The appearance based model presents a good trade-off between flexibility and robustness:
can handle partial occlusion or variations in pose and at the same time is able to do a good
segmentation under occlusion. Right now the system does not work in real time, but it could be
sped up by several factors using standard optimization techniques.

Some preliminary work was done in order to use the model for tracking humans in the moving
camera case. This is an application that should be further studied and we believe that can give
good results. More experiments should also be done for testing identification, in order to see how
the performance degrades when the number of humans increases. It would also be interesting to
test the algorithms in a system with multiple cameras (that could even be in different rooms)
to see if the identity is preserved or even if the models can still be used for segmentation. In
the object tracking system it would be interesting to see, for example, if the system is able to
know in which room the object was picked up and where the same object was deposited. This
kind of information is of course very valuable for any surveillance system. Our system could also
give useful information to systems willing to perform more accurate human tracking (for example
to initialize more complex 3D models), or systems doing activity recognition, where interactions
between humans and objects play an important role. Detection of interactions between humans
and objects could also be used to summarize a surveillance video or other types of video with
a known background. The system could also give significant information to a system managing
a teleconferencing environment, where it might be useful to automatically decide which are the
more interesting scenes to show to each person.

To conclude, we have presented a system to track humans and objects in an indoor environment.
As an appearance model, we believe that correlogram is a powerful representation that could be
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used in many other applications. The segmentation method used has also been shown to be very
effective. Detection of human-object interactions is a problem that should also be further studied,
since it can provide very valuable information for real-time surveillance.
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